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A numerical study is performed in order to assess the performance of biomass pyrolysis rcac[ors which
uti]im direct pafliclc-w’all  thmnal  conduction heating. An idcaliz.cd  reactor configuration consisting of a
flat-plate turbulent boundary layer flow ~vith palliclc  com’cc[ion  along the hca(cd ~~all and incorporating
particle rc-cn[rainrncnt  is considered. Particle pyrolysis is modeled using the complex pyrolysis kinetics
and parliclc  model of Miller and Rcllan (1996b) with onc dimensional (11>) slab geometry. An initial
cvalua[ion of the simplified particle geometry assumption is made through comparisons ~vith full nmlti-
ciimcnsional  particle simulations and reveals that the 1 D particle model results in conservative estimates
for total pyrolysis conversion times and tar collection. T’hc obscwcd deviations arc due prcdon~inant]y
to geometry effects while directional effects from thermal conductivity and permeability variations arc
relatively small. Simulations arc conducted for the flat-plate reactor with par[iclc injection rates as large as
30 kg/hr.  The results indicak  that pyrolysis cvolu(ion is eflcctivcly  uncoupled from the boundary layer
flow and is deter-mined predominantly by the wall tcmpcraturc.  This,  and other related results, suggest that
direct-contact reactors can potentially result in grcaicr  tar production ctTccicncics  than other types of non-
contact and semi-con[act  reactors, Tar yields are rnaximizcd  for small particle sizes  and wall tcmpcramrcs
of approximately 850K, whereas ratios of tar outpui  to fccdstock input rates arc indcpcndcnt  of injection
rate under the conditions of the study.
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1 IN’J’RODU(’J’1ON

“1’hc pyrolytic conversion of biomass materials into organic tars forhydrogcn  fuc] production isthc  subject of

increasing scientific consideration. Interest in these proccsscs  is duc to both the ‘clean’ bum associated ~vith

hydrogen fuc] and also to the relatively widespread availability of ra~v biomass materials such as wood chips

from thcforcst  industry. Toinsllre  that tl]cscproccsscs  arcco[l~ll]crciall~\,iablc,botl]cxpcrir]~cI~talatldtllcorctical

invcs(igations  arc employed to study various aspects of the conversion process incluciing:  pyrolysis kinetics, tar

conwrsionto  hydrogen, porous wood chip dynamics, moistum removal and reactor configuration, ‘J”hcsc research
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initiatives ultimately aim at the design and optimimtion ofcommcrcially  viable biomass conversion reactors.

Several reactor configurations arc curtcntly under consideration for the pyrolytic conversion of biomass to

aromatic tars. The most widely addressed is the fluidizcd bcd reactor (for a recent review of fluidized bcd

dynamics see Lim et. al. 1995). The majority of results in these areas arc from experiments involving bench

scale reactors and utilize relatively fine particle sizes for kinetic sludics,  ]:or example, Scott and Piskorz (1 982)

designed a bench scale reactor opcmtirrg  at rclat  ivcl y low feed rates of apj~roximatcly  15g/ }W using aspen-poplar

sawdust with particle sizes N 100}m. 3’heir findings indicate an optimal rc.actor  tcmpcraturc of = 7i5K for

which tat yields approach 65% by mass. At higher reactor tcmpcraturcs,  the cxpcrimcnts  indicate that the relative

rates for tar decomposition reactions increase, thus rcsu]ting in a reduction of actual  tar yic]cts  Ivith increasing

tmpcraturc.  Scott et. d. (1 988) performed further studies employing both the fluidizcd bcd rcactol and a

bc.nch scale transport reactor. Their results for both CCIIU1OSC and maple ~vood indicate a sin]ilar  optimal reactor

tcmpcraturc  range for tar harvest. III addition, it is observed that for particle sizes  suff[cicntly  small such that the

par-tic]c  heat up time is much less than the total conversion time, the reactor tcmpcl-aturc  is the only parameter

dctcnnining  the tar yield, Unfortunately, such particle sizes arc much smaller than available Jvooct chip stock

(N 100}Lm), and expensive grinding processes arc not currently economical for commercial scale reactors,

Additional reactor configurations which have received relatively less scrutiny arc those in the category of

‘direct-contact’ reactors, ITI these reactors, the biomass palticles  arc held in direct-contact with a heated solid

surface, usually through centrifl]gal  acceleration, such that the majority of heat transfer to the parlic]cs is through

direct conduction from the wall. It is thought that higher heating rates associated with direct  conduction heat

transfer can reduce particle conversion tinm while sitnultancously  increasing both the overall tar yield  and range

of fccdstock particle sizes. I’here exists considcrab]e  evidence from individual particle s[udics  that hig}l  heating

rates can produce these effects (see e.g. Miller and I]cllan 1996a); ho~vcver, studies in real reactors remain limited

and furlhcr  research is needed before design and optimization arc possible. In particular, cflkts  of particle size,

particle-particle interactions and the potential for reactor scaling to comtncrcial  sizes arc only poorly understood
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at the present time.

T’wo primary direct-contact reactor configurations appear promising. The ‘vortex reactor’ is composed of a

cylindrical steel reaction chamber with heated walk (Dicbold and Power 1988),  An inlet pipe of high velocity

supcrhcaicd  steam injects the particles along a tangential path at the top of the cylinder, Grooves cut along

the interior walls aid in maintaining a tight helical path for the particle trajectories within the reactor and large

centrifugal accelerations force the particles against the hot wall. A rc-cntminmcnt  tube is ncccssaw  in order to re-

introduce the partially pyrolyzed particles back into the reactor inlet as particle rcsidcncc  times arc generally much

smaller than conversion times. Both the gaseous tar and char dust cscapc the reactor  via an outlet tube located at

the bottom ccntcr of the cylinder. Conversion to hydrogen gas is pcrformccl  ou(sidc  the primary reactor charnbcr

(e.g. Chornct  cf. aL 1994). A second direct-contact reactor configuration is the ‘rotating cone reactor’ which

operates on similar principles (Wagcnaar  et. al. 1994), ]n this case, the reaction chamlxr  consists of an upturned

conical chamber with heated walls which is rotated at large rotational vclocitics,  l]iomass  particles arc injected

from the bottom of the cone and centrifugal accelerations pmvidc for the direct  pa[ticlc-wall  contact ncccssary  for

high heating rates. Currently, published work for both reactor types is limitccl  primarily to ‘cold flow’ results and

many questions remain before actual commercial applications arc viable. III part icular,  furlhcr  research is needed

to dctcrtninc  the cfflcicncy  of direct-contact pyrolysis, optimal reactor tcmpcratum,  effects of the tul-bulcnt  gas

flo}vflcld andcorrcspondingb  oundarylaycr,and  rangcofparticlc  si.zcs which can bc economically pyrolyzed.

“J’hc present research is aimed at addressing several of t}lcsc  unrcso]vcd issues for direct-contact pyrolysis

]-cactors  using a theoretical/nun~crical study. III o]-dcr to simplif>’ the analysis such that the eflkcts of pcItincnt

physical proccsscs  can bc appropriately separated and idcntiftcd, an idcalizccl  reactor configuration is investi~:atcd.

‘1’hc ‘flat-p]atc reactor’ configuration is explained in Section 2 along ~vith a mathematical activation of several

sub-models ncccssar-y for the overall reactor modeling, Section 3 outlines the numerical solution proccdurm

and presents rcsul~s  relevant to each individual sub-m oclcl. “1’hc coupling proccclurc for the sub-models and final

reactor simulation results are tic subject of Section 4. Conclusion and further discussions arc pro~~iclcd  in Section
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S. IT] paflicu]ar,  wc provide scientific explanations for the commercial desirability of di rcct-contact  reactors when

compared to other types of reactors (e.g. Graham et. al., 1994).

2 FLAT-PI .ATE REACTOR AND SUILMOI)IH  , 1’C)RMU1 ,K1’1ON

in order to gain insight into the physics of direct-contact reactors it is convenient to investigate a simplified con-

figuration which captures the primary aspects of such reactors, whilc reducing the complexity of’ the mathematical

model ing and numerical analysis. in the present work, a ‘flat-plate’ reactor gcomctq’  is chosen as illustrated

in FiS, 1. ‘IIIc reactor consists of a heated plate held at constant tcmpcraturc  7L, and of finite length 1,1, A

lower tcmpcraturc  turbulent stream of supcrhcatccl  water vapor is introduced at the inflow boundary \vith constant

VCIOClty  (’lll,i,,fl<,~ ) “lhc biomass fccdstock particles arc injcctcd at the tip of the plate) and tcmpcraturc (f j,, fl,,W

and arc assumed to remain in direct-contact with the wall, mimicking, the effects of centrifugal acceleration. No

slip conditions at the surface of the heated lvall  result in the spatial dcvclopmcnt  of a turbulent boundary layer

within which the particles arc quickly embedded as they convect doivnstrcam. l’articles cxitin~ the clomain  arc

rc-introduced at the plate’s tip until pyrolysis is complctc.

‘1 ‘he flat-plate reactor is able to capture the dominant physics govcrnins di?-cct-contact  reactors: all biomass

particles cxpcricncc  heating due to both direct wall contact and convection through the surrounding gaseous flow.

Roth pal-ticlc-particle  interact ions and particle-flow interactions arc thcrcforc incorporated within the reactor model,

‘l”hc simplified gcomctly allows for a two dimensional (211) modeling which greatly simplifies the numerical

treatment of the governing equations. According to industrial prac.ticc, the flat-plate reactor is ‘opcratccl’  in a

steady-state mode with spcciflcd  injection rates of various fccdstocks and particle si ZCS. ‘1’hc  steady-state nature

of the flow greatly simplifies the analysis of results; tar clistributions  within the boundary layer and exit rates arc

easily computed.

Mathematical modeling of the flat-plate reactor is accomplished by dcrivin~ accumtc  sub-moclcls  for each of

the primary p}~ysical  processes within the reactor, and then coup] ing the sub-m oclcls  through appropriate bouttdary
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conditions and conservation relations. The present reactor configuration requires three primary sub-models: 1 )

a model for the pyrolysis of a single macroscopic porous biomass particle, 2) a model for a single particle’s

t rajcctoly  through the external flow field accounting for drag and friction forces, and 3) a model for the turbulent

boundary layer flow field. Coupling among  the sub-models is in the form of mass, momentum anti energy

cxchangc  among  the individual particles, the wall and the turbulent flow. “llc remainder of this section is devoted

to the presentation of each of the sub-models along with a discussion of related assunlptions.

2. I Particle  pyrolysis model

As will bc discussed below, the particle height must bc significantly smaller Ihan the boundary layer thickness in

order to satisf}~  the assumptions for the boundary layer gas flow. Assuming that the gas flow enters the reactor

as fully  turbu]cnt  pipe flow, the initial boundary Iaycr thiclmcss  is approxitnatcl>r  equal to onc half the inflolv

pipe diameter and then grows as the downstream distance to the 4/5 po~vcr (Rurmcistcr  1983). For example, tbc

inflow pipe diarnctcr is 1.1 cm  for the NRH1, reactor (I)icbold  and Poivcr 1988) which places an upper limit  on

the pmticlc height of approxin~ately  571L7n. “lhc relatively small particle siz,cs  as compared to the boundary layer

thickness suggest that the particle quick]y  bccorncs  cmbcddcd  deep into the layer,  ivithin  the ‘Iaminar sub-layer’

region. It is additionally assumed that a particle model incorporating quicsccnt  flo~v adjacent to the partic]c will

satisfj  the constraints of the model; an CJ posferiori  anal ysis of the results confi tms the valiclity  of the assun]ption,

even for the case of rc]ativcly  Iargc particle Stokes numbers w 100, as ~vil] bc Ciiscusscd bclo~v, ‘Jlc macro-pa[-ticlc

pyrolysis model of Miller and Hcllan  (1996b) is thcrcforc  chosen as the palticlc  sub-model since it embodies these

assmnptions.  ~“hc kinetics schcmc for the model is based on superimposed ccllulosc,  hcmiccllulosc  and lignin

reactions, and has been shown to compare favorably with cxpcrimcnts.  Its pl-inlaly  advantage is that any biomass

fccdstock  can bc simulated through the knowledge of its initial  mass composition w’ith respect to these three

primary components. ]iach of the virgin components undergoes an initial dcpolymcrization  reaction:

Virgin -> Active,
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This is followed by two primary competing decompositions; an endothermic reaction to tar:

Active - ~ Tar,

and an cxothcnnic formation of char and gas:

Active -~ X Char + (1 - X) Gas.

Secondary tar decomposition is also exothcrmic  and is modeled as a single step irrevcmiblc  reaction:

(2)

@)

‘Jar  - > Gas

All rcmtions arc modeled with first order Arrhcnius  kinetics.

(4)

‘]’Jle fl-C:qLlcl]cy  factor-s and activation cncrgics for

each reaction, and the mass ratio X, arc all dependent

of reaction and secondary tar decomposition parameters

on the particular biomass component, Ivhcl-cas all heats

arc indcj~cndcnt  of the source conlponcnt.  All values for

activation energies and frequency constants arc provided in Miller and Bellan  (1996b).

I’he internal particle dynamics are governed by the follokving  set of equations prcscntcd  in general tensor form

(summation over repeated, non-Greek indices). “llc apparent density (p) for solid phase species is governed by:

~Ps,(
(91

‘ ;s,(,

whereas the continuity equation for the gas phase i ncludcs a term for

apg 8
‘~~ ‘1 >r”, (Pg~/j) = “i’g,

‘J

(5)

convection duc to velocity field  ~]i:

(6)

where the apparent densities arc related to the true densities (@ via the porosity E (ratio of pore volume to total

volume),

P~ ‘- E?g , Ps,( “- (1 -  ~)fis,[, E= 1 ‘ 2PS,,I’FS,,

‘llc subscrij]ts  refer to the phase (s- solid, g- gaseous) and the species (<), the summation

sj>ccics, and the source terms on the right hand side of the equations arc dcflnctl by the
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rates discussed above. Gaseous species mass fraction (Y), total specific internal energy (et = es -I Cg) and the

state equations arc:

and

(8)

(9)

(lo)

where the velocity divcrgcncc  is 11, the heat of combustion is A}{.,  the molecular weight is M, the universal gas

constant IS ~?, the pressure is p, the tcmpcraturc  is 7’, and the specific energies arc related to the heat capacity at

constant volume (C;v)  for gases and the heat capacity (C) for solids:

‘g= ‘g(~<’’’))y’ ‘s (~ps’c’(’))’” (11)

l%c cfl’cctivc  (cjj) spccics  diffusivity  is modeled based on porous media transport theory:

and the cffcctivc  thermal conductivity includes radiation effects

based on a volume average of solid and gas phase cent ributions:

(12)

through the solid phase mcclia  and is modeled

(13)

in the above formulation, o is the Stcfat~-lloltz,rllat]l]  constant, d is a charactc!istic  pore lcll~th  scale, @ is the

cmissivity,  and Q is the Kroncckcr delta function tensor,

“Jivo momentum cquat ions arc considered in the present work for the purpose of compari sons. ‘1’hc first is the

empirical Darcy ’s 1 jaw which is valid only within the particle; it states that the velocity is proportional to the

local pressure gradient and the permeability (1 ‘):

1 ‘a.j 8J)~~i= _–. - _,
/lg fkj (14)
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where }LQ is the gas viscosity. ~l)c second momentum equation is from Mi llcr and Bcllan (1996a) which is

derived from first principles with relatively minimal modeling and is valid for both the particle interior and

exterior regions:

(16)

(17)

dcriwrtivc). l)arcy’s

of the particle; thus,

c,g. l)i B]asi 1993):

fo]io}ving section for the pul”pose  of comparing 1 I)

conductivity and the pcrnmabilitl arc prcscntcd in full tcmol

addressed bclo~v.

IIoth forms of momentum equations arc investigated in the

and 21) Cartesian geometry simulation results, All property values arc given in Miller and ]Icllan (1996b). Note

that in the above set of equations both the thcnnal

format in o~dcr  to account for spatial variations as

Boundary conditions arc defined based on the gcornctry under consideration and the particular choiec of

momentum equation as explained below. Particle shapes arc assumed to bc parallclcpipcds  based on elongated

wood ‘sp]intcrs.’ ‘1’hcsc shapes have been observed in cold flotv visualizations in the. bench scale vortex reactor

at the National Renewable lhergy J ,aboratory (NRF;I,) (e.g. Dicbold  and I)o\\cr  1988). ~’hroughout  the present

work only Cartesian gcomctrics  arc considered for both 111 and 21) palticlc  analyses. llounclary conditicms  on

the wall  side of the particle arc inclcpcndcnt  of the n~omcntum equation: the tcmpcraturc  at the solid surface is

matched to the wall condition (f’ = 2L,), the velocity is set to zero, and all other fluxes arc nullcd  (zero first

I.aw being valid only

the thermal boundary

~vithin  the par[iclc, the model don]ain cxtcncls  only to the outer edge

condition in direction i is based on a modeled surface condition (SCC

(18)

which states that the heat flux entering the palliclc  is clue to both radiative and convect ivc cxchangc with the

f[ir field tcrnpcraturc  I&,. In the present work, the cocflicicnt  of convection is assumed to bc constant \vith
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h’ =- 20W/K. The pressure is assumed constant and equal to the far field condition. With the momentum

equation derived from first principles (Miller and Bellan 1996a), the solution domain includes rc.gions  outside

of the particle, thereby accounting for the effects of cxothcrtnic  tar reactions within the mass boundary layer

immediately adjacent to the particle. Ilen, boundary conditions arc provided by dircctl  y mat thing tcn]pcrature

and pressure vahtcs  to the flow conditions at the particle location (21’ =. 7‘*, p =- p’, where the superscript

indic.atcs  local flow values), while velocity conditions arc calculated through mass conservation constraints, and

mass fractions arc assumed to have zero first dcrivat ivcs at the boundaly.  3 ‘hc usc of both momentum equations

and the dimcnsionality  of the simulations arc considered in the following section,

2.2 Iiirbttleni  boltndary  layer model

‘1’hc equations governing the boundary layer flow, which is assumed turbulent upon entering the reactor, arc

required to account for density variations due to the heated wal 1, mass cxchangc ~vitb pail icles,  and cxothcrm ic tar

reactions; in addition to accounting for the natural growth of turbulence in the near wall regions. l’hc traditional

approach for modeling such flows is to consider the ‘long time averaged’ Navicr-Stokes  equations of fluid motion

with an appropriate turbulence model, Density variations arc generally included through the usc of Favrc averages

(mass weighted averaging). in general, such modc]s contain a number of empirically defined constants obtained

from cxpcrimcnts,  therefore making their accuracy qucstionab]c for flows for which they al-c not calibrated,

} lo~vcvcr,  it is not always possible to find experiments by which to calibrate nciv constants; pal-ticularl~  in the

area of multiphasc  flows. l~or example, flow measurements for a boundary layer, such as the onc presently

addressed, with a heated wall and multiphasc  flow are not available to the author’s knowledge, “I%erc arc related

studies in which particles arc uniformly distributed throughout the flow ftcld at the in]ct conditions (c.H. } lussainov

ct. al. 1995); a situation different from that of partic]cs  sliding along a heated }vall,  Iiarlicr  empirical studies of

heat transfer in cone reactors have been conducted; howcvct-,  irlsufl_icicnt  data is

models (Sz,ckcly and Carr, 1966). 31~crcforc,  care must bc taken in defining the

turbulence models may bc app]icd  to the reactor boundary layer,

proviclcc]  to val idatc turbulence

conditions for which ‘standard’
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Several assumptions concerning the flat-plate reactor may bc made in order to justifj the use of a traditional

single phase turbulrmcc model for heated wall flow. If only par~iclcs  with sizes  smaller than the bounclary layer

thickness (well within the ‘Iaminar’  wail  region) arc considered, the flow can bc assumed to ‘SCC’ the particles

as a rough wall effect. Mass emissions of tar (and gas from the particles arc then assumed to act as a mild wall

blowing condition. TIc two-equation k -- w rnodcl of turbulence (Wilcox 1988) offers a robust treatment of such

flows including the effects of wall roughness and blowing. in this case, modeled equations for the turbulence

energy k, and the specific dissipation rate w arc included alons with the modeled Favrc averaged Navicr Stokes

equations:

where,

and

(25)

(26)

pk
//y  = C’1- -.

w

]n the above equations, }17 is the turbulence viscosity, (~1, is the heat capacity

remaining variable notation is the same as defined above for the parliclc equations.
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arc assumed constant and equal to the corresponding values of pure superheated stc,arn;  more complicated analyses

being unnecessary since }LT >> iL except immediately at the wall surface where I(Y - >0. VaIucs for the model

constants are (Wilcox 1988):

c] = 3/40, C2 =- 9/1 00, @ = 5/9, C4= 1 , Qj

and the turbu]cnce  Prandtl  and Schmidt numbers arc assumed constant ~vith:

I’P], ~ ,9C1 ~ 0 . 9 .

(28)1 /’2, c~= 1 / 2

(29)

‘l”his  is a two-equation turbulence model that has several ad~antagcs over the traditional k - c turbulence ~nodc]s

for the present flow. First, the equation for w can bc irltc~ratcd  clircctly  to the \vall ~vithout the usc of empirical

wall functions; second, w can take arbitrary, finite but 11011-7c1o values at the wall thus providin~ a natural means

of modeling wall roughness and wall blowing effects thrcmgh  the usc of boundary conditions (Wilcox 1988,

Wilcox 1 993).

In the above equations, three mass fraction equations arc included for the steam, gas and tar spccics,  ~’hc

reaction sour-cc tcnns correspond to the tar decomposition reaction, and tcmpcratuic and spccics fluctuations

duc to reaction terms arc ncglcctcd.  Neglect of these tcnns is justifrcd  for the present flow both bccausc the

,.
cxothcrmlc]ty  of the rcactlon  rs rclatlvcly  rnlld, and bccausc the rcsldcncc tlmc for the ]-cactor  (tr = J>l /lLl ,i,, flc)W, )

is significantly smaller than the Arrhenius  reaction time scale for the conditions to be considcrcd,  Note that the

above equation set does not contain direct couplings to the parliclcs bccausc these arc included through boundary

conditions at the wall. in addition, no separate notation is made for the boundary layer flow variables and the

flow variables within the particle; the distinction is made clear by context,

“J’hc k - w turbulence model equations describing the bounclary layer flo~v is coupled to the heated wall through

an appropriate choice of boundary conditions (see Fig, 1 ). inflow conditions arc based on a hypcrbo]ic  tangent

function profrlc which allows for near constant values of flow variables away from the lvall while smoothing the

near wall region for matching to wall conditions. For example, in the present work the smoothing function for
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tcmpcraturc  is 7’ = IL + (71,,f10W -. 7~,) tanh(~ X2/1,2) (~ is a weighting cocftlcicnt  determining the degree of

profile smoothing near the wall). Similar  profiles arc then applied to the remaining flow variables sLlch  as vc]ocity,

pressure, density, turbulence intensity and specific di ssipat  ion, 31)c inflow mass fractions arc also smoothed to

match wall conditions while the free stream fraction for supcrhcatcd steam is equal to unity. Outflow conditions

arc prcscnbcd by setting the second derivative of all flow variables in the xl direction equal to zero which

allows for linear behavior upon exiting the domain. Free strcatn  conditions arc obtained by prescribing null first

derivatives of variables in the X2 direction. At the wall, bet}] the strcarnwisc  velocity and the turbulence intensity

arc set null duc to the no slip condition (IL] ,ti, = ,kU, = O), and the tcmpcraturc  is p~-cscribcd  to bc a constant, 7~,.

~’hc pressure gradient is assumed null at the wall while density is dctcnnincd  from the equation of state, ~’hc

specific dissipation at the wall is given by:

U&, ~ :;;  Sji ,

where UT is the friction velocity, v is the kinematic viscosity and

(30)

the cocfl;cicnt  Slt dctcnnincs the level of wall

roughness or blowing (Wilcox 1988, Wilcox 1993). in the abscncc of particles, the cross flow velocity U2 is

z.cro at the wall, while null mass diffusion into the wall is satisfied through z,cro first clcrivatives  for spccics mass

fractions, Wall boundary conditions for the case of particulate flo~vs arc addressed in Section 4.

2.-? l)oriicle trajectory model

‘1’hc cold flow visualizations of l)icbold  and Power (1 988) su~.gcst that the majority of }ioocl  particles in the

vortex reactor remain in flat contact with the wal 1, arc parallclcpipcd  in shape and in general convect with major

axis (along the grain) parallel to the flow c]ircction. ~’his lCVCI of organization of the particulatcs  is ICSS likely

in the cone reactor design in which there arc no grooves cut into the chamber surface for palticlc guidance, In

the present model,

relative dimension

the particulatcs  remain in contact with the wall. in addition, it is assumed that the particle’s

in the tmnsvcrsc  direction is

spcciflcd by the choice of the height 12 and the

flow field around a real three dimensional wood

constant with 13 = 12. q’hcrcforc,  the particle dimensions arc

aspect ratio C) = tl /12, 1,acking  a complctc.  resolution of the

particle, including the wake region, it is rcasonab]c to assume
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that the drag experienced by the particle can bc modeled as that over an elongated (prolate) spheroid having the

minor axis equal to 12 and the same aspect ratio.  Under these assumptions, the tra.jccto~ of a sing]c particle is

governed by both drag

which impedes forward

resulting from slip velocities with the exterior flow and by a friction force at the wall

acceleration. I’hc modeled equations for position and velocity (in the. z] direction) arc:

dzp
=- U,pj

(it
(31)

(32)

whcl-e Xl, and Ii.$, arc the instantaneous particle position ancl velocity, VI, and TTL1, arc the parliclc  volunlc and nlass,

~ is the cocficicnt  of sliding friction (assutncd constant and equal to 0,1), g is the gravitational accclcration,  and

the modeled coefficient f is:

where,

(I* Ill; -  Upl L2
I(C1,  = -

/1 ‘

(33)

(34)

and

Az. -
8(@ - 1)/6

[( 1

(35)
2e2 - 1)111 ((3 -1 /(12 - 1)//3~ - 1 - 6)”

‘1’hc brackctcd  tcrrn in [32] corresponds to Stokes drag over a sphere, \vllcrcas  the factor f i ncludcs correct ions for

prolate spheroid aspect ratio at moderate particle Rcynokls numbcl-s  (Clifl et. (/1. 1978). ‘1’hc above equation set

is 1,agrangian  and requires the specification of initial conditions for- the particle position and velocity, in addition

to the exterior flow field UT.

3 SIJJ1-MOI>IiI,  SOI .lJ3’10N AN])  l;VA1 ,UA3’ION

Before discussing the coupling of the individual sub-models, it is ncccssary  to first analyze the behavior of

each individual model and seek possible simplifications. ~’his section is devoted to such analysis and ~ncludcs

discussions of the numerical solution proccdurc  and range of parameters for each model, along ~vith further uscfu]
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evaluations. In particular, although the particle model has been derived in general tensor coordi  natcs,  ful I n~ulti  -

dimcnsional  simulations arc prohibitively intensive coll)~>lltatior~all>’. A comparison of ID and 2D simulation

results is made in this section in order to quantify the conditions under which the 1 D approximation can be made.

$lirnu]ation  results from the single-phase boundary ]aycr equations arc also useful in

parliclc sizes which can bc cffcctivcly  treated through wall boundary conditions (i, e,

determining the range of

when 12 << 61, w]lcrc 87,

is the boundary layer thickness). ~“hc cxlcnt of individual particle response to external flow conditions is also

investigated,

-?. ] A4ulti-dimensional particle evcrhmtion

In order to assess the effects of dimensional and directional effects for ~vood particles, the particle  equations [5]-

[ 14] arc solved  numerically on both 1 D and 211 grids. Darcy’s  1,a\v is used instcacl  of the full momentum equation

for several reasons. First, Darcy’s l,aw is cornputationally  less intensive than the full momentum equation I 15]

duc to both the nun~crical  treatment of the pressure solution, and also bccausc the domain extends only to the

CCISCS  of the particle, thus requir-ing  fewer computational .gricl  points than the full equation solution which extends

to exterior regions, Second, the full momentum equation \vas developed for 11) solutions applied to relatively

lar~c permeability porous particles; as such, it does not explicitly include the effects of var)’ing i~arallcl  and cross

grain pcnncability.  Miller and l;cllan  (1 996) showed that the use of l)arcy’s 1,a~v can result in substantial over

predictions of the surface temperature and pyrolysis rate. q’hcrcfol-c,  it will be desirable to usc the full equation for

the final reactor calculations. l]owcvcr, for the present purposes of directional analysis, Darcy’s 1 jaw is sufficient.

‘J’hc numerical solution to the particle equations uses finite cliffcrcncc  approximations to the governing equa-

tions.  ‘1’hc solution proccdurc  is essentially the same as applied in Miller and IIcl]an (1 996) ~vith the cxccption

that l)at-cy’s  1 jaw is combined tvith the continuity equation to provide an equation for pressure in order to filter

acoustic waves while retaining density variations, ‘]’hc resulting Poisson type equation is:

(36)
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Directional effects for both the permeability and the thermal conductivity of the wood arc considered; however,

mixed directional property variations are not comiclcrcd,  i.e. I’ij = Aij = O, when i # j. Hquation  [36] is solved

through a Jacobi itcrat  ion proccdurc  at each numerical time step,

The gcomctly for the particle simulations is that of an elongated rectangular particle in flat contact with a

hot constant tcmpcraturc wall  (SCC Fig. 1 ). Calculations arc made with identical particle size in the X2 direction,

12 = hnz,  and 24 numerical grid points are used to partition the 12 dimension, with equal grid spacing used for

the parallc]  grain dimension (11 = @12), ~’hc natural symmetry in the xl direction allows for the solution of only

onc half the entire domain. Values for the wood conductivity and pcnncability  arc also f[xcd in this direction as

listed in ‘lhblc  1 and correspond to approximate cross grain values for typical maple ~vood (SILK] 1979); all 1 D

sin~ulations,  results correspond to these cross grain property values. ‘llc kinetics schcmc used for maple wood

follows the method of Miller and llcllan 1996b by prescribing initial C.C1IU1OSC, hcmiccllulosc  and lignin  content,

‘1 ‘bc part ic]c, wall and free strewn temperatures arc initially uniform at 4001{ and the pressure is p = 100kJ ‘a.

I)uring  each simulation, the wall and fscc stream tcmpcraturcs  arc both raised over a duration of 30s from 4001{

to their final values of 7L, = 7’& =- 9001<. “1’hc linear heating of the surface conditions is ncccssaw for numerical

wsolution  and dots not affect the value of the results because the mass loss relative to the palticlc>s  initial mass

is always < 1070  at the final hcatup time. All sinlulations discussed in this section arc terminated when 9070 of

the virgin wood mass is consumed. F’or cotuparison,  an entire 21) calculation utilizing 21 x 24 numerical grid

points (6) L 2) requires approximately 6300s of central processor time on a Cray J916 supcrcomputcr Jvhcrcas

the corresponding ID simulation requires approximately 300s.

An cxarnplc of direction property effects in a 21] par-ticlc  simulation is illustrated in l~ig,?..  “1’hc fi~urc depicts

instantaneous velocity vectors for the intcmal flow’ field for thr-ec different simulations of panicles with aspect

ratio @ = 2. 3’hc wall is located at the surface X2 =. O and the surface at x] = O is a plane of symmetry located

at the actual ccntcr  of tbc particle. ITI all cases, the vector snap shots arc talwn at a time corresponding to 40’XO

reduction in the wood mass (virgin plus active), l)articlc  initial conditions and propc]lics  arc identical for all these
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simulations including AI I == Am, except the permeability which is varied in the parallel grain direction (1’11 ). In

general wood samples, the permeability in the parallel grain direction can exceed the cross grain permeability by

several orders of rnagnitudc  (SER1 1979). q-he present results correspond to cases in which 1‘11 /1 ‘W = 1, 10,

and 100, for parts (a), (b) and (c) of the figure, rc.spcctivcly. 3%c vectors sug~est that tar and gas produced

by pyrolysis exit all surfaces of the particle nearly uniformly when there arc no prcfcrcntial  j~crmcability  effects

(Fig.2a). However, when the permeability is increased parallel to the wood grain, the exiting gas flow is rcdircctcd

nearly completely through the surfaces defined by z] = + 12.

“1’hc prcfcrcntial  permeability effects illustrated in l:ig,.2  can be quantified by examining the relative mass of

tar collected from the particle as a function of time:

(37)

where ml,,o is the initial palliclc mass and the inner integral is over all surfaces. ‘Yar collection for single  isolated

spherical biomass particles has been examined by Miller and Bcllan  1996c who studied the cflccts  of reactor

temperature, tar quenching and parameter sensitivity. ‘1’hc mass of gas, or the combined masses could also bc

examined; however, it is the tar which is ultimately of interest for h~’drogcn production. }(igure  3 shows the

temporal evolution of 0 for each of the three 21) simulations in l;ig.2.  Results f~on~ a 1 D simulation arc also

included for comparison, The simulations suggest that there is virlually no deviation in the temporal mass loss

duc to prcfcrcntial  permeability effects. Only a very small increase in conversion time, with negligible change

in final tar collection, is observed as the parallel grain permeability is incrcasccl  by two orders of magnitude,

‘J’his  result is similar to a previous observation made by I)i Blasi  1993 ~vho found nearly no change in final char

masses upon altering both the char and wood pcrmcabilitics  in 1 D simulations using l)arcy ’s 1 jaw. ‘Jhc 11> particle

approximation is observed to slightly over predict conversion times and under predict all of the 21) tar collection

results for all times. ]Iowcvcr, the final ma~nitude of ,B is only slightly lower than the maximum obscrvccl  value

from the 21) calculations.

]n order to highlight the effects, and limitations, of the 1 D approximation it is lllSfILICtlVC to compare simulation
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results for various values of the particle aspect ratio. F’@rrc 4 depicts the tar collection as a function of time for

both 1 D and 2D simulations with particle aspect ratios of 1, 2 and 4. ~lc simulation parameters arc identical to

those discussed above and both the permeability and the conductivity have constant uniform values in ordcrto

isolate geometric effects. The ID case corresponds by definition to an infinite aspect ratio parliclc;  however, the

results show that the approximation bccomcs  reasonable for realistic finite aspect ratios. Again, results for the ID

geometry produce conservative eslirnatcs for /3 at all times and al 1 aspect ratios, The primary effect of particle

geometry is observed in the total conversion time which dccrc.ascs with decreasing aspect ratio. “l’his effect is

directly related to the surface area exposed to heating and pyrolysis ~-clativc  to the total particle volume, On the

other hand, the final values for ~ arc much Icss influenced by the aspect ratio. In fact, the deviation in this value

between the ID approximation and a square particle is ICSS than 5% of the initial parlicIc mass, For @ =- 2 this

deviation is reduced to approximately 2,SY0.

lliomass wood samples also have directional variations in thermal conductivity: a rcvici;  ofthc  Iitcraturc  shows

that the conductivity is general 1 y larger in the cross grain direction for both hard and soft WOOCIS.  l~or example,

measured ratios of All /A22 for white pine, oak and balsa arc approximately 0.75, 0.80 and 0.88, rcsj]cctively

(SIX]  1979). These ratios arc dramatically smaller in magnitude than those observed for permeability, “J’hc

effects of these deviations arc illustrated in Fig,5 which shows ~ as a function of time for both the 11) and 2,1>

simulations with three conductivity ratios, “1’hc aspect ratio is fixed at @ = 2 and 1’11
/1’22 = I in all cases in

order to isolate conductivity cflccts.  As with the permeability, only relatively small effects of conductivity arc

observed for either the conversion time or the final tar mass. ~llc 1 D approximation a~ain results in conscwativc

estimates for tar production with time; however, the final  tar conversion is Jvcll p]-cdictcd.  l~ullhcr  sin~ulations

were conducted with conductivity ratios as lar.gc as 10 (not showm) which resulted in very large deviations from

the behavior exhibited in F’ig.5.  Although such ratios arc unl-calistically  lar-gc, they explain the permeability and

aspect ratio behavior discussed whcrl examining Fi9s.3  and 4. Both conductivity and aspect ratio affect pyrolysis

in a direct manner, i.e. the particle heating rate is a direct flmction  of the abilit~’  to heat large portions of the wood
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to pyrolysis temperatures. “IIIc majority of heat transfer into the particle occurs through conduction. As such, the

conductivity plays a strong role in pyrolysis (even though realistic directional variations arc relatively small as

shown in Fig.5). The particle’s aspect ratio also plays a strong role by dictating the surface to volume ratio of

the palliclc  which is exposed to heating. }Iowcvcr,  permeability primarily dctcrmincs  the path of the pyrolysis

gaseous products upon being formed, rcsuhing  in only minor and secondary effects on the pyroIysis  evolution

even when large directional variations arc present.

3’}lc  above results suggest that the 1 D particle geometry rcprcscnts  a valid approximation to the more complex

rl)~]lti-ditllc~~sional  pyrolysis behavior for relatively large aspect ratio particles; in particular it produces conservative

cstima[cs of both tar collection and conversion time. “1’hc validity is not significantly affcctcd  by directional

variations in the permeability, or for realistic values of the thcnnal  conductivity, “1’hc approximation can also be

considered justified for small aspect ratios (El > 1 ) when only the final product yields arc of interest. \Vhcn  the

time evolution of pyrolysis products is nccdcd, the 111 approximation rcsu]ts  in over predictions of the conversion

time. }Iowcver,  as will bc discussed below, the deviations in total conversion time bccomc  ncgligib]c in the

context ofthc flat-plate reactor discussed here, and the ID approximation will, t}lcrcforc bc considered hcrcinaflcr.

l:urthcrmorc,  all simulations discussed hcrcinaftcr  utilize the fllll  momentum equation [ 15] in order to resolve

the thermal and mass boundary Iaycrs  adjacent to the particle surface, and the computational domain is cxtcndcd

to include the range O S Z2 s 1.512 for all sinlulations using a 32 gl-id point discmtization.  ‘JIIc value 1.512 is

somewhat arbitra~;  however, it is sufficiently Iargc to resolve the region adj accnt  to the particle, ~vhi]c  being small

enough to allow for accurate sampling when the tcmpcraturc  and pressure bounclary conditions arc later matched

to the boundary layer flow conditions. All further simulations arc continued until 99% decomposition of the

virgin wood is complctcd  and with a thermal boundary condition hcatup  time equal to onc second per millimeter

thickness 12. ‘lkst cases comparing the results fronl sinslc isolated 1 D particle simulations ~vith  icicntical  conditions

using the two momentum equations reveal ncar]y identical evolutions (not sho~vn).

“Io conclude the discussions of isolated particle simulations, it is useful  to analyze the cfflcicncy  of dircct-
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conk~ct particle pyrolysis. This is accomplished by performing two 1 D simulations under the conditions previously

discussed,  i.e. 12 = 5mm, Yk = 900K,  7“ Z: 900K,  w}lcre 2‘* no~v corresponds to the local exterior flow7

tcmpcraturc  condition at X2 = 1.512. In the first simulation, heating is only performed at the wall whi]c the

thermal flux is null in the free stream. l“he opposite conditiom  are employed

case heating is exclusively from tic free stream and the wall is insulating.

averaged particle tcmpcraturc,

for the second simulation; in this

Both the tar collection and mass

cvolut  ions arc prcscntcd  in Fig.6. l%c superscript 1 in the above cquat ion

(Miller and Bcllan 1996a, Miller and Bcllan 1996b, Miller and Bc]lan

heating provides a dramatically improved pyrolysis and heating rates as

(38)

denotes that solid phase char IS excluded

1996c). Clearly, the d ircct-contact  wall

compared to the flow heating case. ‘1’hc

total conversion time is dccrcascd  by approximately 650/0 by direct-contact conduction heat transfer. };or  free stream

heat ing, although thermal transfer occurs both through convection and concluct  ion, the thermal conciuctivity  of the

gases is nearly an order of magnitude smaller than for the solid phases. Mass averaged heating rates ar~ observed

to bc as large as w 101{/s for the wall heating case and can exceed the calcu]atcd values by small pcrccntagcs

for realistic multi-dimensional particles. Furthermore, larger heat transfer rates result in higher cffcctivc  pyrolysis

tcmpcraturcs  which yield significantly larger final tar collection wducs

results suggest that direct-contact reactors offer a significant potential

hydrogen production when compared to non-contact and partial  contact

3,2 Yifrbtilcnt  bowdoty  layer solution

‘1’hc g,ovcrning equations for the turbulent boundary layer flow arc the k-

from direct conduction pyre] ysis.  “l-hcsc

for improvement in py~-olysis  yields  for

(fluidizcd bccl) reactors.

w equations [ 1 9]-[29] and their numerical

solution is obtained using

al. 1984) based on flnitc

the second order time and space accurate Mc(ormack  schcmc (e.g. Anderson et.

diffcrcncc  approximations. “lhc physical domain has fixed dimensions 1,1 = 1.0z7t,

1,2 = 0.4m, and is discrctizcd  with 96 grid points in each direction, heavily compressed a~~ainst  the wall.  ]n

order to simplif~~ the analysis of t}]c results, only a single set of inflow conditions is considered and t}]c solution
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is determined entirely by the wall temperature and particle feed. Throughout the remainder of the paper, the

boundary layer flow field is spccifrcd with the following inflow conditions: ttl  ,illflC)\,  Z- 50nr,/s,  Y~,,fl,,W = 400K,

?)i,,fl~~ = 100k}>u a n d  k n11) Ow = 18.75 ?712/s2. “l-hC wall roughness factor is SJ{ = 0.5 and the inflow w value

in the free stream is prescribed to bc 10°/0 of its wall value as given by [30], As mentioned above, the inflow

consists of pure superheated stcarn and thus all its properties arc taken to be those of stcarn (Miller ,and Rcl]an

1996c). in cac}l simulation, the entire flow field is initialized with the above set of inflow profiles for all z] and

cortcsponding  boundary conditions at the wall. ?hc  .govcrning equations arc then intc2ratcd in time until steady-

statc  is rcachcd. In general, this is achieved after a duration of five times the flow rcsidcncc tirnc tr, An entire

sing,lc  phase calculation requires approximately onc hour of central processor time on a Cray J916 sll~)crct)tll~>lltcr,

An example illustration of the single phase boundary layer solution is provided in F’ig.7 which shoivs both the

numerical grid and also contours of the steady-state tcmpcraturc  field for the case \vllcrc 7~, = CJfJO~{ ]n t he

figure, the inflow is from the left hand side of the domain at which location the initial thcnnal boundary layer

thickness is approximately 2c?n. The thermal boundary layer then develops rapidly do~vnstrcam  and exits the

domain with a thickness of more than 30c77~. contours  of the strcarnwisc velocity component arc similar (not

shown) to the tcmpcraturc profi lCS; however, the velocity boundat-y  layer thickness is somc~vhat less than the

thermal layer thickness due to l’rq  = 0.9.

3,3 l’mficle trajectory and response to externcrl  jlow jield

‘1’hc governing equations for an individual particle’s trajectory [31 ]-[35J aw 1.agrangian  and solved numerically

through forward time difkrcnccs.  In order to analyz,c  the characteristics of the equations as they relate  to the

final  rcac.tor  flow, it is instructive to consider the trajectory of a single test  particle through the single phase

boundary Iaycr flow field gcncratcd  a priori (l~ig.7). in the present example, a maple pal~iclc ~vith 12 = 17n7n

and @ == 2 is chosen. ~?lrcc additional inputs arc required: the gas flow flcld  IL;, the par[iclc conversion time

tC which dctcrrnincs  the duration of the simulation and the particle mass nLl, as a function of time (t}lc partic]c

volume remains constant duc to the residual char formation), ‘1’hc flow flcld zL~ is cxtr-actccl  from the steady-state
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boundary layer flow and corresponds to the strcamwisc  velocity field located at the particle’s ccntcrlinc  height

12/2 (a linear interpolation is pcrfonncd when the particle is bctwccn boundary layer grid points). The conversion

time (LC = 31s) k estimated from a 1 D particle simulation performed with wall temperature Ih, = 900}{ and

estimated flow side tcmpcraturc Y‘* L 8501{, and the particle mass is modeled as a linear decay between the

initial and final values overtime tc. In the complctc reactor problem, it is cxpcctcd that these three simulations

(partic]c, boundary layer and trajectory) would need to bc performed simultaneously as they arc inter-dcpcndcnt;

i.e. the particle dcvclopmcnt depends 011 tli, 2’* and p’,  which depends on mass emissions from the particle,

which depend on the particle position z~,, etc... llowcvcr, for the present purposes of illustration it is su~lcicnt

to considcr  onlythe  isolated modeled trajectory equation.

‘J’hc particle position and velocity arc initialized  with the boundary layer lnflo~v  conditions at Xf, ‘ O and

‘111, = II;(Z] ❑ o) N2?n/s.  lftl~c~~articlc  cxitstllc  olltflo\\r  cgiollo  ftl~cboLlrldaryl  aycrdo1l~ait~  it isrc-entrained

into the reactor by rc-initializing  these position and velocity values, “1’hc palticlc  response to 2“ ancl p* (at

Tj = a:;, and Xz =- 1.5Lz) is the primary conccm here bccausc it is these two values which as a function of

time define the free stream boundary conditions for individual particle simulations (p” being dctcrmincd  by the

state equation). ‘Jhcsc flow conditions are cxtractccl  from the steady-state boundary layer Jlotv as a function

of time at the instantaneous particle position and arc illustrated graphically in l:ig. tl (of course, it is cxpcctcd

that in the coupled reactor simulations, the tarancl gas ejections from each particle ~vithin  the domain will alter

the boundary layer flow field, thus coupling the proccsscs).  llach  ‘cycle’ obscrvccl  in the curves corresponds

to onc rc-entrainment loop through the boundary layer. It is these time dcpcndcnt  functions ~vhich  at-c needed

as free stream  boundary conditions for the individual particle in order to couple the single parliclc  pyrolysis to

the boundary layer flow. IIowcvcr, the numerical resolution ofthcsc  functions is cxlrcmcly  clifl~cult  in the time

frame ofthc  particle conversion. ‘J%is  is bccausc each timcthc particle cxitsthc  domain, a discontinuous drop

in temperature (and rise in pressure) is cxpcricnccd  (I;ig,8).  It is therefore desirable to be able to usc the time

avc[-agc ofthcsc  cuwcs  as particle boundary conditions; however, the oscillations in tcmpcratum ancl pressure arc
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relatively large and a justification is ncccssary  before an average value can be used with confidence.

An analysis of the relative time scales is useful in prcxlicting  the particle response to boundary conditions. “l”hc

majority of heat transfer to the particle from the free stream occurs through thermal cliftllsion  (convective heat

transfer is away from the particle duc to the venting of pyrolysis gases). “1’hc ratio of the time scale for thcnnal

diffusion through the gas to the particle rcsidcncc time during onc loop through the reactor is:

LA -_ p9 W:W.!9
;r ‘“ III /~@,in - c (1,)3, (39)

where c is a constant of proportionality and the injection velocity is assutncd to be proportional to 12 near the

wall. in order to consider the palliclc  pyrolysis evolution indcpcndcnt  of temporal oscillations (and thcrcfi>rc  well

modeled using average boundary values), this ratio must be significantly lar~cr than unity; j. e. the particle passes

through the domain much faster than the thermal diflision response time. Using properties for tar, c s 17nrrL-  3

sug.gcsting that particles with sizes lCSS than lnwn arc strongly influcncccl  by thermal perturbations (t~/L. < 1),

while only particles larger than approximately hm (tA/t,  > 100) can be justifiably assumed to respond only to

average values for free strcarn  boundary conditions.

’10 flrrthcr assess the inf’lucncc  of boundary condition

particle response to a spccificd  temporal disturbance into

temporal oscillations on the

the free stream tcmpcraturc

palticlc, wc calcu]atc the

boundary condition, ‘l’his

calculation is performed for a 1 mm particle (t~ /t, x 1 ) using a bounclaw tcmpcraturc  equal to Y’* = 8504-

25 sin(w’t)  (the amplitude of 4.251{ is approximately the root mean squa]-e  fluctuation calculated from the data in

J:ig.8) and 7~, = 9001{.  31c temporal evolutions of tar collection produccc]  from such sinlulations  arc presented

in l~ig.9  for various values of the oscillation frcc]ucncy. ~hc value w’t = O corresponds to no tcmpcraturc

fluctuations, while w’tC =- 30 results in 30 pc]-iods and corresponds approximately to the number of rc-cntri]inmcnt

loops observed in Fig.8. As it is clcady observed, the]-c is no effect on pyrolysis CIUC to thermal distutbanccs.

~’hc reason for this behavior in spite of the low time scale ratio for the 17J171L particle size is provided through

the graphical illustration of char apparent density profile evolution clisplaycd in Fig, 10 for the W’tC = O particle.

‘1’hc figure shows that even though there is a high tcmpcraturc  free stream boundary condition at Z2 = 1.512, the
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direct conduction heat transfer from the 900K wall located at X2 u O is significantly stronger. The char profiles

reveal that the pyrolysis occurs almost entirely on the wall side which results in a pyrolysis wave moving outward,

towards the free stream. Only a small fraction of the pyrolysis occurs on the free stream side as indicated by

a small bulge in the char profiles near 1:2 =- 12 for intermediate times. “Ihcsc results suggest that regardless of

the time scale analysis, average values for free stream tcmpcraturc  and pressure boundary conditions result in

no loss of information, as the pyrolysis is effectively decoupled from the free stream disturbances, ]n addition,

these results provide further justification for the usc of a palticle  pyrolysis model Jvith  quicsccnt  adjacent flo~v

(neglected cross flow), since effects ffom the flow side of the particle arc minimal. ‘Ibis can be understood by

considering that a co-flow can affect the tar collection [37j in onc of two primaly manners: 1 ) by changing the

pyrolysis evolution and hcncc the mass of tar production, or 2) by affecting the ejection velocity at the particle

surface (1L2 only, for 1 D simulations), ‘]’hc above discussions have already highlighted ho~v the thermal pyrolysis

evolution is controlled primarily by the wall conditions; hence co-flo~v effects on pyrolysis arc negligible, in

addition, there is a velocity  boundary layer due to no slip conditions such that u] - ~ O at the pa]ticle surface.

‘1’his  indicates that the ejection velocity is dctcrmincd  primarily by the internal particle pyrolysis, and the co-flow

can only dictate the direction of the pyrolysis ~ascs upon exiting the particle, not the tar collection parameter, ~.

‘1’hcrcforc, a quicsccnt  particle model can be used for the present flow with no significant loss of information,

4 lU{AO’OR SIMUI,A’I’1ON ANIJ  RI ISIJ1 2’S

in this section, the individual sub-models discussed above arc coupled in order to capture the behavior of the

flat-plate reactor. ‘Jllc reactor is spccificd by prescribing both the mass feed rate of biomass particles:

and the particle siz,c distribution. in all calculations, the reactor transverse dimension is assumed to bc 1,3 = 1.1 c/n,

equivalent to the inflow tube diameter for the vortex reactor at NRlil,  (Dicbold and Power 1988), and the particle

number density ?-L is measured in particles per unit area along  the ~vall. ]t is assumed that 71 remains constant
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throughout the reactor,

‘clumping’ of particles

which is equivalent to stating that as a group of particles convects downstream, any

as they arc slowed by friction andior drag is offset by an equal amount of transverse

spreading; i.e. divergence free particle velocity field along the wall. };or the present purposes, only monodispcrsc

particle size distributions arc considered. A Iisl of the wood properties used in the calculation is given in ~hblc 1

(remaining properties for char and the gaseous species can bc found in Miller and Bcllan 1996b), lmplerncntation

of the model for polydispersc  distributions is addressed below.

4.1 Sub-model cotqdin~  procedure

‘I-he model coupling entails the numerical solution of each model in such a manner that the complete cf~ccts  of all

particles arc captured along with their comsponcting  cfkcts  on the boundaly  layer flo~v field. I~or general time

dcpcndcnt  flows, an accurate solution of the reactor equations would entail the numerical solution of separate

particle equation sets for every individual partlclc, Consider a case ~vith ?~LfcCd= 10kg/lLr,  12 = 1711171, @ = 2

and approximately 30 rc-cntminmcnt  loops per pafliclc. Equation [40] then predicts that there arc more than

3 x 104 particles within the reactor at any given time; calculating their individual structure and trajectories is

clearly beyond the capabilities of current supcrcomputcrs.  I lowcvcr, the steady-state nature of the reactor yields

a much simpler iterative coupling procedure as folloivs:

Step 1: Perform a numerical solution of the governing equations for the boundary layer flo~v ([ 19]-[29]) until

a steady-state solution is reached, “ll~c boundaly conditions at the wall for the first iteration arc the

above, i.e. the single phase solution, FurthcI- iterations incluclc  the cfl-ccts of particles through

conditions as described below in Step 4.

Step 2: Perform a single ID particle simulation ([5)-[ 17]) on domain O S x? s 1.512 using the

ones described

wall boundav

idcniical  value

of 7L, as in the reactor boundaly  condition, Average values for 7’* and p’ conditions at the free stream boundary

arc estimated for the first iteration, whereas later iterations usc time average values over [0, fC]; these values arc

obtained fl-om calculations of the particle trajectory through the bounclary layer flow field (SCC Step 3). IMract

the mass n-+, (t) and mass flow rates ?~lt,c~it (t) exiting the particle for tar, gas and steam as a function of time
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(these represent the mass added to the boundary layer flow from a single particle). Duc to the wall, all mass exits

the particle at the free stream boundary and the surface exit area is EI(12)2 (recall that ZS = 12).

Step 3: Perform a trajectory simulation for the single particle(I31 ]-[35]) using the patiicle mass nl{,(t)  cxlractcd

from Step 2 and terminating at the final conversion time ~c. ‘Ilc  flow field  ~~; is extracted fron~ the steady-state

boundary layer flow at location XI =- xl, and Q = 12/2 using appropriate interpolation bctwccn  grid points, as

discussed previously. IMract  the particle position Xl,(t) as a function of time.

Step 4: It is now possible to construct source terms duc to the particle pyrolysis; these arc uscci as boundary

conditions of mass injection at the wall in the boundary layer flow calculations. From Steps 2 and 3, the mass

additions of steam, tar and gas from a single  particle arc known as a function of time, in addition to the particle’s

position xl)(t). q’hcrcfore,  the total mass injection rate can be calculated to proviclc  a U2 velocity conlponcnt  at

the wall resulting from each single particle at any time.  To account for all particles that arc within the boundary

layer (z];],), the sources arc simply multiplied by the nutnbcr  density m

/

t.
plqu,(fc = ZI;I,) =“ n ;Lait, d(xf, – ZBL) dL (41)

o

where ?~tmit is the total mass exit rate from each inc]ividua]  partic]c, 6 is the delta function and the integral

accounts for all rc-entrainment loops through the reactor.

rc-entrainment and consider

in small discrete groups, or

any arbitrary poinl along the

clusters, from the reactor tip.

’10 illustrate how this is implcmcntcd,  first neglect

reactor wall, Assume that the particles arc injcctcd

‘1’hen, for small enough clusters, all particles within

a group will show essentially the same pyrolysis evolution and avcra~c trajectory. ~lcreforc,  solving for one

partic]c yields in fact the behavior of the entire cluster, and the total mass ejection rate equals the product of

the ejection rate fronl  a single particle multiplied by the total number of particles. l’or a steady, identical initial

condition cluster injection, at each position along the wall there is always a cluster of pa[liclcs  having the exact

skltc  of pyrolysis and trajectory as the previous cluster. The validity of the argument relics on the steady-state

nature of the reactor; otherwise different particles would bc in different stages of pyrolysis when they reach a

given position along the wall. llcrcforc, during steady-state reactor operation, the numerical solution of a single
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particle’s evolution defines the entire set of particles. Rc-entrainment consists of fllrthcr injections of partially

pyrolyzed particles and its effects are additive.

in addition to the momentum wall inflow, \vall boundary conditions arc also required for each of the spccics’

mass fractions. Simplistically, these could bc calculated as the ratio of the contribution from each species to the

total momentum:

-< pl[~lti,  ‘

with the individual spccics  contribution calculated using [41] and

(42)

by multiplying the intcgrand by Yt, I lo~vcvcrj

this neglects the diffusion flux (in addition to convection), which can be quite large in a bounclary layer because

of the relatively large turbulent diffllsion  (1~7 > p) even in the vicinity of the lvall. in order to corrcc.t  for this

effect, the mass fractions must be calculated including the diffusion vclocit>’.  Kno\ving that the correct anlount

of each species influx through the }vall is given by [42], the corrcctcd fractions (Yt) arc calculated through the

equation:

(43)

where the first tcnn on the right hand side is duc to convection, ancl the second term (ca]culatcd at the }va]l)  is

influx due to diffusion (molecular plus turbulent). ‘1 ‘hc spccics gradients al-c not kno~vn  a priori, and thcrcforc  YC

is calculated dynamically from the above equation during further boundaw layer simulations.

Step 5: in order to couple the sub-models, an iterative proccdurc is applied by repeating Steps 1-4 until the

solution convcrgcs.

4.2 Ncactor  results

lhis is gcncmlly  satisfied aflcr only onc or tlvo iterations,

‘J’hc siz.c and

assumptions.

number density of particles considered here arc subject to rcstrictiom resulting from the model

From the pcrspcctivc  of the turbu]cnt  gas flow, palticles  can bc considered as wall effects only

if 12 << 67,, where 61, is the boundary layer thickness; this places upper bounds on thc pa(-ticlc  si~c. 1,o~vcr

bounds on the particle size ~vcrc initially sug~cstcd  by the analysis of the relative thermal difllsion  tinle  scale
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[39] in conjunction with the usc of average values for 1” and p’ in the particle equation boundary conditions,

although this restriction was removed after discovering that the majority of pyrolysis occurs at the wall (thus

minimizing any effects of 7“ and p“ perturbations). Ncvcrthclcss,  restriction.s do exist for the lower bound of

particle si?.c due to the assumption of direct-contact with the wall for all particles, In order for all particles to

remain in direct-contact, the added contact area of all particles must bc less than the reactor wall surface area,  i.e.

A’ : 7dV@(12)2 < 1, where N is the total number of rc-entrainment loops per particle. (ombining  the relation

for A’ with 140] shows that A’ ~ N/lz where all remaining pa[-amctcrs arc fixed, ‘Jhcrcforc, if N dccrcascs with

12 less than linearly (as results suggest), then one must ensure that 1 2 is not too small; othcr~visc  the particles

cannot geometrically remain in contact with the wall, “I”hc  lower bound for 12 is, ho\vcvcr,  a flmction  of other

parameters such as the mass feed rate of biomass, and must bc checked on a case by case basis, Note that using

the same arguments, one finds an upper bound on the mass feed rate

An example of a complctc reactor simulation is

l:ig.  11. ‘1’hc sin~ulation  is for a reactor with a wall

illustrated by the steady-state tar

tcmpcraturc  of 7 ~, = 9001(,  and

fraction profiles shown in

with a mass injection rate

of 10kg/hr  of maple wood fccdstock with monodispcrsc size clistribution:  12 = 1 ?nm and @ = 2. The number

of loops through the reactor is large (N x 30) so that every position along the }vall rcccivcs  a ncal-ly  equal

contribution from the pyrolysis during every loop. I’his results in a nearly constant value for momentum i]ljcction

along the wall. ]Iowevcr, the tar fraction depends on the mass fraction gradient at the }vall, and thus has a

dcpcndcnce  on location, as noted by the wall values in Fig. 11 b. The distributions of tar shown in the figure also

indicate that maximum mass fractions arc found immediately adjacent to the wall, ‘1’his  has implications for the

placcmcnt  of catalysts converting tar to hydro~cn ~vithin  the primary pyrolysis reactor.

]n order to study the effects of several pararnctcrs relative to the optimization of tar extraction from the reactor,

it is convenient to define a reactor cfflcicncy  variable (7)) as the mass rate of L?r exiting the reactor relative to the

total biomass feed rate:

(44)

27



where the integral is calculated at xl = IJI. ‘lhis  ratio is indcpcndcnt  of the transverse reactor dimension (1,3) and

provides a means of evaluating the reactor pcrfonnancc. ~onsidcr for example the effect of particle size, Reactor

simulations arc pcrforrncd  for three values of the particle size; l? =- 1 ntnt,  2.hm  and 577m, which span more

than two orders of magnitude in patticlc  mass. ~’hc remaining reactor and particle parameters arc held constant

a t  7L, = 9001{,  7ifeed= 10kg/hr and @ = 2 and the cflicicncy  factors calculated from the steady-state flow

al-c plotted in Fig. 12. in agrccmcnt  with previous studies of isolated sphclical  maple particles in hot quicsccnt

steam of Milicr  and I?cllan 1996c, the tar yields incrcasc  for dccrcasillg particle sizes. 1 Iowcvcr, the cfrlcicncy

of the present reactor is nearly twice that obtained with the quiescent steam heating. “l’his is a conscqucncc  of

the direct-contact heating which maintains relatively Iargc tcmpcraturcs  within the particle, despite the effects of

cndothcnnic reactions. Direct contact reactors thcrcforc  offer potential Sains  in pyrolysis efficiency relative to

other forms of convective heating.

Figure 13 highlights the effects of the };all tcmpcraturc  7~, for two values of the pa~~iclc  size; both the feed

●

rate and the particle aspect ratio arc held constant at m ~ ~~~ = 10kg/}/r and G = 2, rcspcctivcly.  ~’he s o l i d

line labeled ‘kinetic’ corresponds to the absolute maximum limitation on the tar yield imposed by the kinetic

parameters (nzl, - > O) provided that the tar decomposition is eliminated. in practice, the complctc  quenching

of tar reactions is not possible and thcrcforc,  the kinetic curve rcprcscnts  a purc]y theoretical maximum tar

yield. ~’hc most interesting aspect of the cffrcicncy curves is the prcscncc of a peak value in 71 for tcmpcraturcs

.,Iu, s 800}{. “Ihc presence of an optimal temperature for tar production was also founcl in past simulations of

spherical maple palliclcs in quicsccnt  steam environments (Miller and ~~C]laTl  1996c). An optimal tcmpcraturc  of

s 7751{  has also been observed in the bench scale fluidizcd bed reactor cxpcrimcnts  of Scott e[. cil. 1988. “l’he

cxpcrimcnts  were also for maple wood, but used much smaller particle sizes CJ 10OIm~.  ‘I”hcir measured tar yields

were approximately 80°/0 at this tcmpcraturc,  in good agrccmcnt  with the present kinetic approximation as would

be cxpcctcd for such small particles. l;or temperatures above optimal, the rate of tar- decomposition reactions

incrcascs,  resulting in an overall dccrcasc in tar yield.



Another interesting parameter is the mass feed rate of biomass particles into the reactor, ‘lk eff[cicncy factor

versus feed rate is presented in Fig. 14 for a reactor with !li, =- 9001{, 12 = 2.5nmz  and G =- 2. 311c nmirnum

value of?~tfeed~ 30kg/hT  violates the previous restriction for A’, i.e. there is more particle surface area than wall

surface; however, it has been included in the study for the sake of comparison. F’igure

dcgrcc of decoupling of the particle pyrolysis evolution f[om the actual reactor flow field

4 clearly illustrates the

“1’his was preliminarily

discussed in connection with Fig. 10 in the context of particle decoupling from the temporal pcr(urbations  of 7“

and p’. However, the near] y complete indcpcndcncc of the reactor cfflcicncy  from the feed rate indicates that not

even the average values of ~’” and p’ strongly affect the pyrolysis. in fact, by merely having adequate guesses for

their values, the boundary layer flow dots not have to bc solved, as the yield  cfflcicncy  of the reactor is essentially

equal to that of a single particle. ‘lhis  would not bc true for a reactor with slower quenching of pyrolysis tars,

i.e. longer tar rcsidcncc  times (the tar entering the present flat-plate reactor is convcctccl  downstream and out of

the domain much more rapidly than the characteristic time for tar decomposition reactions).

in light  of the above observations and the assumptions of the model, it is not ncccssary  to investigate the effects

of other pararnctcrs  such as the particle aspect ratio @, polydispcrsity  or the reactor inflow pressure, lncrcascs

in @ will linearly incrcasc  both the feed rate and the exit mass rate from individual particles. ‘lhc decoupling

observed in examining Fig. 14 indicates that the reactor cficicncy  will thcr-cforc  remain unaltered by changes in

the palticlc  aspect ratio. Polydispcrsity  can be incor-poratcd into the moclcl  by simply discrctizing  the inflow

partic]c size distribution into a finite nutnbcr  of size classes: (1) for each size class, a unique internal particle

equation set is solved corresponding to the parliclc size rcprcscntcd  by the particular class, and (2) results from

each class arc then superimposed. ‘1’hc decoupling discussed above indicates that the final results arc simply the

mass weighted average of the individual size class results, As for the pressure, the kinetics schcmc used in the

particle model was dcnvcd for near atmospheric pressures and CIOCS not include corrcctiom for high pressure

(Miller and Bcllan 1996b).



5 CONC1/USIONS

A combination of theoretical and numerical analyses have been performed in order to address both design and

optimization issues related to direct-contac.t biomass pyrolysis reactors. in order to simplify the problcm, an

idealized ‘flat-plate’ reactor was introduced. in this configuration, the reactor consists of a turbulent high speed

gas flow of super heated steam flowing over a flat-plate at high tcmpcraturc. Biomass par-liclcs  arc introduced

at the plate tip and convect downstrcarn, cmbcdcicd within the spatially developing gas flow bounclaly  layer,

while remaining in direct-contact with the heated wall.  l)allially  pyrolyzed particles exiting the domain arc then

rc-introduced at the plate tip, thus simulating the effects of a l-cactor  rc-cnt  rai nmcnt loop. “J ‘he solution procedure

involved the dcvclopmcnt of complex moclcls  for the primary sub-systems of the reactor ~vhich  itlcludc  the

individual wood chip porous particles, the flat-plate turbulent boundav  layer flo~v, and the t]-ajcctory  equations

for individual particles within the flow field. ‘1’hcsc sub-models were then coupled through appropriate choices

of boundary conditions and conservation considerations.

‘I~c sllb-n~odc]s  \\crc  ChOSCII  for their ability to capture the pertinent physics and were based on the rcquircmcnts

of each sub-systcm. IIIC kinetics and porous particle model of h4illcr  and Bellan ( 1996b) were chosen to sin]ulatc

the individual particle pyrolysis Both onc dimensional (11)) and t~vo ciimensional  (2D) Cartesian cool-dinatc

simulations were performed in order to assess the cfl-ccts  of geometry and spatial property variations for singic

particles. 311c results showed that the ID model based on cross grain propel-tics yields corlcct  qualitative pyrolysis

behavior while providing slightly conservative cstinlatcs for the cluantitativc  particle conversion times. 1 lowcvcr,

the total tar and gas products prcdictcd  by the 1 D approximation arc in good agrccmcnt  with the l~]lllti-ditllc~lsio[lal

simulations. l;urthcr results were obtained exclusively with the 1 D model.

The single phase turbulent boundary Iaycr flow was modeled using the k - w long time averaged turbulence

model and incorporates cxothcrmic tar decomposition reactions. ‘Jhis model is WCI1 suited for the present flat-plate

reactor duc to its ability to treat wall roughness and wall blowing (due to pyrolysis products cjcctcd from the

parliclcs)  in a relatively simple manner through boundaly  conditions. 3’hc individual palliclc trajectories were
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then modeled based on a prolate spheroid particle drag cocftlcicnt  and on contact friction with the wall. Extensive

studies of these equations showed that the individual par(ic.lc  pyrolysis evolution is cffcctivcly  de-coupled from

temporal disturbances of the temperature and pressure boundary conditions on the fl OJV side of the particle. This

means that the particle responds to only time averaged values of the flow propel-tics, and greatly simplifies the

solution procedure.

The final forms of the equations were then coupled in order to simulate the entire steady-state flat-plate

pyrolysis reactor. ~’hc cfflcicncy  factor for the reactor was defined as the ratio of the mass of tar cxitingthc

reactor to the mass inflow rate of raw biomass fccdstock. I;xaminations  of this ratio calculated from a variety

of simulations were then used to study the effects of particle size, wail tcmpcraturc  and mass feed rate. It was

found that the cfllcicncy can surpass fifty pcrccnt  and improves with decreasing particle size, A more complex

behavior was observed for the effects of reactor tcmpcrat  urc which sho~vcd  an optimal val uc for wall temperatures

ofapproximatcly  8001{.  l:inally,  only negligible effects of mass feed rate effects \vcrc observed ~vithin  the range

of parameters of the model assumptions, ~’his was found to be a conscc]ucncc  of the fact that ncady all of

pyrolysis occurs on the wait  side ofthc  particle, cffcctivcly  de-coupling the pyroljsis  from the gas flo}v  such

that it isprcdominantlya  function ofthc wall tcmpcraturc  foranygivcn  particle size. “1’hcsc results explain why

clircct-contact  reactors havcthc  potential for-marked illcrcascs  irlpyro]yz.illg  cfificicllcy  ascolllJJarcd  to1loll-co1ltact

and partial contact reactors.
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TABI,ES

‘“Property value Sollrcc

650:$ Koufopanos et, al. (1 991)
0.7 SIiRl (1 979)

2167:{
2.3X;< Curtis  & Miller (1988)

1,256 x 10- ~;,,:;:l{ Pyle & Zal-or (1 984)
0.05 lk-cgs SIN (1 979)

Table 1: Propclly  values for wood. ~’he conductivity and permeability values correspond to the
cross grain dircctioa  (X2) for 21) simulations.
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FIGURE ~AP2’10NS

Figure 1: Schcrnatic  of the idealized flat-plate boundary layer reactor depicting three individual particles ,and their

c.orrcsponding  velocities (not to scale).

l;igure  2: Velocity vectors for a 211 wood pa[ticic with aspect ratio @ z 2 (z1 = O is a plane of symmetry)

at a time corresponding to 40% reduction of the virgin \vood mass; (a) 1’11 /1’22 = 1, (b) 1’11/1’ 22 =- 10, (c)

1’11 /1’22 = 100. qhc particle height is /2 = 5T71Tn,  and the heating conditions al-c 7~, = 7&, = 9001{,

I:igurc 3: Comparison of ID and 211 particle pyrolysis simulation tar collections for various ratios of the parallc]

to cross grain permeability. “I”hc  p a r t i c l e  hcigllt  is 1 2 : Eimrn,  \vith  @ = 2, ,and the heating conciitions  arc

:/;, = 7~, = 9001{.

lJigurc 4: ~omparison of ID and 21> particle pyrolysis simulation tar collections for various particle aspect ratios,

“I”hc  palliclc  hei@t is 12 = 577L711, and the heat ing  cond i t ions  a rc ;  Ii, = 2’M =- 9001{.

}:igurc  5: comparison  of 11) and 21> pallic]c pyrolysis simulation tar col]cctions for various ratios of the parallel

to cross grairr thcrrnal conductivity, “l-he particle height is 12 ❑ 5Tmn, with @ = 2, and the heating conditions arc

7;, :- YL, ~ 9001<.

l’igurc 6: ~ornparison of (a) tar collections and (b) mass avcra.g,cd  particle tcmpcraturc  obtained through cxclusivc

heating at either the wall or the flo~v boundary for 11) palliclc  pyr-ol>’sis  employing the complctc  momentum

equation [15] with 12 =-- 5mrn and Ii,, 7‘* = 9001{.

}~igurc  7: Illustration of the turbulent flat-plate boundary layer simulation; (a) numerical grid, (b) steady-state

tcmpcratum  contours.  inflow conditiom arc t<irlflc)wr  = 507n/s, Y~,, flOw, = 400}{,  and the }vall is at q;, : 900K.

l’igurc 8: ‘Iemporal  history of pressure and tcmpcraturc  extracted from the steady-state boundary layer flo~v field

at position X2 =- 1.5ntnt  ancl obtained from a solution of the particle trajectory equations [31 ]-[35] for a particle

with 12 L 1 mm. Roth t~ and nq, (t) were obtained from a 1 D particle simulation assuming constant 1’” ❑ 8501{

and z>* z 150kl’a.
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Figure  9: Ikmporal evolution of the tar collection for a 1 D partic~e  simulation having 71” == 850 -/- 50 sin(w’t).

TIc simulation conditions are 12 == 1 mm and 7L, = 9001{.

Figure 10: Temporal development of apparent char density profiles during a 111 particle simulation. The sin~-

ulation  conditiom arc 12 == 1 r e n t ,  !/L, = 900K,  ~“ = 8501{ and the protiics  correspond to times; L/LC =-

0.25, 0.5, 0475, 1.0.

Figure 11: Steady stitctar  nlassfraction  fronlaflllly  cotlI~lcd  flat-~> late  reactor  sin~lllatio~l  havil~g flo\\cor~ditio~ls:

tii,,fl~,~  = 50??t/s, I;,,flow  =-’ 4001{,  7L, =- 9001{, partic]c conditions; l? = 2.5~r~7n,  @ =. 2, and 7~LfeCdZ 1 okg/h7’:

(a) tar boundary layer contours, (b) tar fraction profiles at various xl locations,

l’igurc  12: Reactor efficiency factor as a function of the particle feed six. “1’hc reactor conditions arc: t~il,fl{)wr  =

r,

50?7i/s, J j,, flow = 400K,  Y;, == 9001{, 61 = 2, and ?~”LfCCd=  10k~/}l?.

Figure 13: Reactor cfllciency factor as a function of the \vall tcmpcraturc  for various particle sizes. ‘Ihc reactor

conditions are: ~illflOW == 507n/s,  7 ~,, flC,W = 4001{, G = 2, and ?~zfccd= 10kg/hr. “1’hc kinetic limit is obtained

by neglecting tar decomposition reactions.
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l~i~urc 14: Reactor efficiency factor as a function of the fccdstock mass injection rate, “l”hc reactor conditions

arc: Uj,,  flc,hr = 50771/s, 7;,,flow -‘ 4001<,” ~h, = {)oo~{, 12 = 2.5?n77L,  a n d  @ = 2 .
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